A Note on Three-Step Iterative Method with Seventh Order of Convergence for Solving Nonlinear Equations
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Abstract: In this paper, we present a new higher order iterative method for solving nonlinear equations. This method is based on a Halley's iterative method and using predictor-corrector technique. The convergence analysis of this method is discussed. It is established that the new method has convergence order seven. Numerical tests show that the new method is comparable with the well-known existing methods and gives better results.
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1 Introduction

Iterative methods for solving nonlinear equations are an important area of research in numerical analysis. They can be used interesting applications in several branches of pure and applied science can be studied in the general framework of the nonlinear equations (see [1]). Due to their importance, several numerical methods have been suggested and analysed under certain conditions. These numerical methods have been constructed using different techniques such as Taylor series,
homotopy perturbation method and its variant forms, quadrature formula (see [2, 3]), variational iteration method, and decomposition method. For more details see [2]-[21]. In this paper, based on a Halley and Householder iterative methods and using predictor-corrector technique, we construct modification of Newton’s method with higher-order convergence for solving nonlinear equations. The error equations are given theoretically to show that the proposed technique has seventh order convergence. Commonly in the literature the efficiency of an iterative method is measured by the efficiency index defined as $I \approx \frac{p}{d}$ (see [13]), where $p$ is the order of convergence and $d$ is the total number of functional evaluations per step. Therefore this method has efficiency index $7 \approx 1.475$ which are higher than $2 \approx 1.4142$ of the Steffensens method (SM) (see [14]), $3 \approx 1.3161$ of the (DHM) method (see [15]). Several examples are given to illustrate the efficiency and performance of this method.

2 Iterative Methods

Consider the nonlinear equation of the type $f(x) = 0$. For simplicity, assume that $r$ is a simple root zero and $\gamma$ is an initial guess sufficiently close to $r$. Using the Taylors series expansion of the function $f(x)$, we have

$$f(\gamma) + (x - \gamma)f'(\gamma) + \frac{(x - \gamma)^2}{2}f''(\gamma) = 0$$

from which we have

$$x = \gamma - \frac{f(\gamma)}{f'(\gamma)} = \frac{(x - \gamma)^2}{2}f''(\gamma).$$

This formulation allows us to suggest the following iterative methods for solving the nonlinear equations

$$y_n = x_n - \frac{f(x_n)}{f'(x_n)}$$
$$w_n = y_n - \frac{f(y_n) - (f(y_n))^2f''(y_n)}{2f'(y_n)^3}$$
$$x_{n+1} = w_n - \frac{(w_n - x_n)f'(w_n)}{f(x_n) - 2f(w_n)}.$$  \hspace{1cm} (2.3)

To reduce the number of functions and improve the efficiency index, we replace the second derivative $f''(y_n)$ by

$$f''(y_n) = \frac{2}{y_n - x_n} \left(2f'(y_n) + f'(x_n) - 3\frac{f(y_n) - f(x_n)}{y_n - x_n}\right)$$  \hspace{1cm} (2.4)

which is approximated by Noor et al. [13], hence we get the new algorithm as follows:

Algorithm(*):

$$y_n = x_n - \frac{f(x_n)}{f'(x_n)}$$
$$w_n = y_n - \frac{f(y_n) - (f(y_n))^2P_1(x_n, y_n)}{2f'(y_n)^3}$$
$$x_{n+1} = w_n - \frac{(w_n - x_n)f'(w_n)}{f(x_n) - 2f(w_n)}.$$  \hspace{1cm} (2.5)
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where

\[ P_f(x_n, y_n) = \frac{2}{y_n - x_n} \left( 2f'(y_n) + f'(x_n) - 3\frac{f(y_n) - f(x_n)}{y_n - x_n} \right) \approx f''(y_n). \quad (2.6) \]

3 Convergence Analysis

Let us consider the convergence analysis of Algorithm(*).

**Theorem 3.1.** Let \( r \) be a simple zero of sufficient differentiable function \( f : I \subseteq \mathbb{R} \to \mathbb{R} \) for an open interval \( I \). If \( x_0 \) is sufficient closed to \( r \), then the three-step iterative method defined by Algorithm(*) has seven order convergence.

**Proof.** Let \( r \) be a simple zero of sufficient differentiable function \( f : I \subseteq \mathbb{R} \to \mathbb{R} \). Since \( f \) is sufficient differentiable function, by Taylor’s expanding of \( f \) about \( r \), we get

\[ f(x) = f(r) + (x - r)f'(r) + \frac{(x - r)^2}{2!} f''(r) + \frac{(x - r)^3}{3!} f'''(r) + \frac{(x - r)^4}{4!} f^{(4)}(r) + \cdots. \quad (3.1) \]

Substituting \( x = x_n \), we get

\[ f(x_n) = f(r) + (x_n - r)f'(r) + \frac{(x_n - r)^2}{2!} f''(r) + \frac{(x_n - r)^3}{3!} f'''(r) + \frac{(x_n - r)^4}{4!} f^{(4)}(r) + \cdots. \quad (3.2) \]

Calculating first derivative of \( f \) with respect to \( x \), and substituting \( x = x_n \) we have

\[ f'(x_n) = f'(r) + (x_n - r)f''(r) + \frac{3(x_n - r)^2}{3!} f'''(r) + \frac{(x_n - r)^3}{4!} f^{(4)}(r) + \cdots. \quad (3.3) \]

and

\[ f''(x_n) = f''(r) + \frac{6(x_n - r)}{3!} f'''(r) + \frac{12(x_n - r)^2}{4!} f^{(4)}(r) + \cdots. \quad (3.4) \]

So

\[ f(x_n) = \sum_{k=0}^{\infty} \frac{(x_n - r)^k}{k!} f^{(k)}(r), \quad (3.5) \]

\[ f'(x_n) = \sum_{k=1}^{\infty} \frac{k(x_n - r)^{k-1}}{k!} f^{(k)}(r), \quad (3.6) \]

and

\[ f''(x_n) = \sum_{k=2}^{\infty} \frac{k(k-1)(x_n - r)^{k-2}}{k!} f^{(k)}(r). \quad (3.7) \]
Since \( r \) is a simple zero of function \( f \), then \( f(r) = 0 \). We get that

\[
\begin{align*}
f(x_n) &= f'(r) \left( e_n + c_2 e_n^2 + c_3 e_n^3 + c_4 e_n^4 + c_5 e_n^5 + c_7 e_n^7 + c_6 e_n^6 + \cdots \right),
\end{align*}
\]

We get that

\[
\begin{align*}
f'(x_n) &= f'(r) \left( 1 + 2c_2 e_n + 3c_3 e_n^2 + 4c_4 e_n^3 + 5c_5 e_n^4 + 6c_6 e_n^5 + 7c_7 e_n^7 + \cdots \right) 
+ 8c_8 e_n^8 + 9c_9 e_n^9 + 10c_{10} e_n^{10} + \cdots.
\end{align*}
\]

Substituting (3.12) into (3.13) and rearranging, we have that

\[
\begin{align*}
f''(x_n) &= f'(r) \left( 2c_2 + 6c_3 e_n + 12c_4 e_n^2 + 20c_5 e_n^3 + 30c_6 e_n^4 + 42c_7 e_n^5 + 56c_8 e_n^6 + 72c_9 e_n^7 + 90c_{10} e_n^8 + \cdots \right)
\end{align*}
\]

where \( c_k = \frac{f^{(k)}(r)}{k!} \); \( k = 2, 3, 4, \ldots \) and \( e_n = x_n - r \). Since \( y_n = x_n - \frac{f(x_n)}{f'(x_n)} \) and substituting \( f(x_n) \) and \( f'(x_n) \) we get that

\[
y_n = x_n - \frac{c_n + c_2 e_n^2 + c_3 e_n^3 + c_4 e_n^4 + c_5 e_n^5 + c_7 e_n^7 + c_6 e_n^6 + \cdots}{1 + 2c_2 e_n + 3c_3 e_n^2 + 4c_4 e_n^3 + 5c_5 e_n^4 + 6c_6 e_n^5 + 7c_7 e_n^7 + 8c_8 e_n^8 + \cdots}.
\]

So

\[
y_n = r + c_2 e_n^2 - 2(c_2^2 - c_3) e_n^3 - (7c_2 c_3 - 4c_2^3 - 3c_4) e_n^4
+ (6c_2^2 - 20c_3 c_2^2 - 10c_2 c_4 - 4c_3^2 - 8c_2^3) e_n^5 + \cdots.
\]

From (3.11), substituting \( x = y_n \) we get

\[
f(y_n) = f(r) + (y_n - r)f'(r) + \frac{(y_n - r)^2}{2!}f''(r) + \frac{(y_n - r)^3}{3!}f'''(r)
+ \frac{(y_n - r)^4}{4!}f^{(4)}(r) + \cdots.
\]

Substituting (3.12) into (3.13) and rearranging, we have that

\[
f(y_n) = f'(r) \left( 2c_2 e_n^2 - 2(c_2^2 - c_3) e_n^3 - (7c_2 c_3 - 5c_2^3 - 3c_4) e_n^4
- 2(6c_2^2 - 12c_3 c_2^2 - 10c_2 c_4 - 2c_3^2) e_n^5
+ 37c_2^2 c_3^2 + 34c_2 c_4 - 17c_3 c_4 - 13c_2 c_5 + 5c_6) e_n^6 + \cdots \right).
\]

By (3.3), we get

\[
f'(y_n) = f'(r) \left( 1 + 2c_2(y_n - r) + 3c_3(y_n - r)^2 + 4c_4(y_n - r)^3 + 5c_5(y_n - r)^4
+ 6c_6(y_n - r)^5 + \cdots \right).
\]

Substituting (3.12) into (3.15), we have that

\[
f'(y_n) = f'(r) \left( 1 + 2c_2 e_n^2 + 4(c_2 c_3 - c_2^2) e_n^3 + (6c_2 c_4 + 8c_2^2 - 11c_2^2 c_3) e_n^4 + \cdots \right)
\]
From (3.14) and (3.16), we have that
\[
\frac{f'(y_n)}{f'(y_n)} = c_2 c_n^2 - 2(c_2^2 - c_3) c_n^3 - (7c_2 c_3 - 5c_2^2 - 3c_4) c_n^4 \\
+ 2(8c_2^3 c_3 - 2c_2^4 - 3c_2^2 - 5c_2 c_4 + 2c_5) c_n^5 - (13c_2 c_5 - 22c_2^2 c_4) \\
- 5c_5 - 6c_2^3 - 32c_2^2 c_3 + 17c_3 c_4 - 29c_2^2 c_4^6 + \cdots. 
\] (3.17)

Since \( P_f(x_n, y_n) = \frac{2}{y_n - x_n} \left( f'(y_n) + f'(x_n) - 3 \frac{f(x_n) - f(y_n)}{y_n - x_n} \right) \), then
\[
P_f(x_n, y_n) = f'(r) \left( 2c_2 + 6c_2 c_3 - 2c_4 \right) c_n^2 - 4(3c_3(c_2^3 - c_3) - c_2 c_4 + c_5) c_n^3 \\
+ 2(12c_2^3 c_3 - 21c_2 c_3^2 + c_2^2 c_4 + 13c_3 c_4 + c_2 c_5 - 3c_5) c_n^4 + \cdots. 
\] (3.18)

Let \( w_n = y_n - \frac{f'(y_n)}{f'(y_n)} \), then
\[
\frac{w_n}{f'(y_n)} = \frac{f'(y_n) - f'(x_n)}{f'(y_n)} \\
= r + c_2(2c_2^2 - c_2 c_3 + c_4) c_n^6 + \cdots. 
\] (3.19)

and we get
\[
x_n - w_n = c_n - c_2(2c_2^3 - c_2 c_3 + c_4) c_n^6 + \cdots. 
\] (3.20)

Substituting \( x = w_n \) into (3.11), we get
\[
f(w_n) = f'(r) \left[ (w_n - r) \left( \frac{(w_n - r)^2}{2} \frac{f''(r)}{f'(r)} + \frac{(w_n - r)^3}{3!} \frac{f'''(r)}{f'(r)} + \frac{(w_n - r)^4}{4!} \frac{f^{(4)}(r)}{f'(r)} + \cdots \right) \right]. 
\] (3.21)

Substituting (3.19) into (3.21), we get
\[
f(w_n) = f'(r) \left[ c_2(2c_2^3 - c_2 c_3 + c_4) c_n^6 + 2c_2(-6c_2^5 + 9c_2^2 c_3 - 3c_2^2 c_4 + 2c_3 c_4) \\
+ c_2(-3c_2^3 + c_3) \right] c_n^6 + \cdots. 
\] (3.22)

From (3.18) and (3.22), we have that
\[
f(x_n) - 2f(w_n) = f'(r) \left[ c_n + c_2 c_n^2 + c_3 c_n^3 + c_4 c_n^4 + c_5 c_n^5 \\
+ c_n - 4c_2 + 2c_2 c_3 - 2c_2 c_4 \right] c_n^6 + \cdots. 
\] (3.23)

From (3.20) and (3.22), we have that
\[
(x_n - w_n)f(w_n) = f'(r) \left[ c_2^2(2c_2^2 - c_2 c_3 + c_4) c_n^7 + \cdots \right]. 
\] (3.24)

From (3.23) and (3.24), we have that
\[
\frac{(x_n - w_n)f(w_n)}{f(x_n) - 2f(w_n)} = c_2^2(2c_2^2 - c_2 c_3 + c_4) c_n^6 + 2c_2(-6c_2^5 + 9c_2^2 c_3 - 3c_2^2 c_4 + 2c_3 c_4) \\
+ c_2(-3c_2^3 + c_3) \right] c_n^7 + \cdots. 
\] (3.25)

Let \( x_{n+1} = w_n - \frac{(x_n - w_n)f(w_n)}{f(x_n) - 2f(w_n)} \), and from (3.19) and (3.25), we have that
\[
x_{n+1} = r + 2c_2(6c_2^5 - 9c_2^2 c_3 + 3c_2^2 c_4 - 2c_3 c_4 - c_2(-3c_2^3 + c_3)) c_n^7 + \cdots. 
\] (3.26)

Then
\[
e_{n+1} = 2c_2(6c_2^5 - 9c_2^2 c_3 + 3c_2^2 c_4 - 2c_3 c_4 - c_2(-3c_2^3 + c_3)) c_n^7 + O(e_n^8). 
\] (3.27)

This imply that the Algorithm (*) has seven order convergence.
4 Numerical Experiments

All computations were done using MAPLE using 100 digit floating-point arithmetic. We accept an approximate solution rather than the exact root, depending on the precision ($\varepsilon$) of the computer. So, the following stopping criteria are used for computer programs:

1. $|x_{n+1} - x_n| < \varepsilon$
2. $|f(x_{n+1})| < \varepsilon$.

We present some numerical test results for various iterative schemes, in Table 1. Compared were the Abbasbandy’s method (AM) [16], the Homeier’s method (HM) [17], the method of M. Aslam Noor (NR) [18] and the Chun’s method (CM) [19]. We used $\varepsilon = 10^{-15}$ and the test functions with initial guess solution $x_0$ as follows:

1. $f_1(x) = \sin^2 x - x^2 + 1$, $x_0 = -1$
2. $f_2(x) = x^2 - e^x - 3x + 2$, $x_0 = 2$
3. $f_3(x) = \cos x - x$, $x_0 = 1.7$
4. $f_4(x) = (x - 1)^3 - 1$, $x_0 = 3.5$
5. $f_5(x) = x^3 - 10$, $x_0 = 1.5$
6. $f_6(x) = xe^{x^2} - \sin^2 x + 3 \cos x + 5$, $x_0 = -2$
7. $f_7(x) = e^{x^2 + 7x - 30} - 1$, $x_0 = 3.5$

As convergence criterion, it was required that the distance of two consecutive approximations $\delta$ for the zero was less than $\varepsilon = 10^{-15}$. Also displayed are the number of iterations to approximate the zero (IT), the approximate zero $x_n$, and the value $|f(x_{n+1})|$.

Table 1. Comparison of numerical methods.

| $f_1, x_0 = -1$ | IT | $x_n$ | $|f(x_{n+1})|$ | $\delta$ |
|----------------|---|-------|----------------|--------|
| NM            | 7 | -1.404491482153412260350868178 | 1.04E - 50 | 7.34E - 26 |
| AM            | 5 | -1.404491482153412260350868178 | 5.81E - 55 | 1.39E - 18 |
| HM            | 4 | -1.404491482153412260350868178 | 5.34E - 62 | 7.92E - 21 |
| CM            | 5 | -1.404491482153412260350868178 | 2.95E - 63 | 1.31E - 17 |
| Algorithm (*) | 5 | -1.404491482153412260350868178 | 1.3E - 40  | 1.2E - 31  |
| $f_2, x_0 = 2$ | 6 | 2.5753028543896076045536730494 | 2.93E - 55 | 9.1E - 28  |
| NM            | 5 | 2.5753028543896076045536730494 | 1.0E - 63  | 1.45E - 26 |
| AM            | 5 | 2.5753028543896076045536730494 | 0          | 9.3E - 43  |
| HM            | 5 | 2.5753028543896076045536730494 | 0          | 9.3E - 43  |
| CM            | 5 | 2.5753028543896076045536730494 | 1.0E - 63  | 9.3E - 29  |
| NR            | 5 | 2.5753028543896076045536730494 | 9.3E - 28  | 2.7E - 28  |
| Algorithm (*) | 5 | 2.5753028543896076045536730494 | 1.0E - 98  | 0.54E - 27 |
Table 1. Comparison of numerical methods (Cont.).

| Algorithm (*) | IT | \( x_n \) | \(|f(x_{n+1})|\) |
|---------------|----|-----------|------------------|
| \( f_3, x_0 = 1.7 \) | 5 | 1.7908513321516064165531208767 | \( 2.03E - 42 \) |
| NM | 4 | 1.7908513321516064165531208767 | \( 7.14E - 47 \) |
| AM | 4 | 1.7908513321516064165531208767 | \( 5.02E - 59 \) |
| CM | 4 | 1.7908513321516064165531208767 | \( 0 \) |
| NR | 4 | 1.7908513321516064165531208767 | \( 3.7E - 54 \) |
| Algorithm (*) | 2 | 1.7908513321516064165531208767 | \( 0.20E - 47 \) |
| \( f_3, x_0 = 3.5 \) | 6 | 3.5 | \( 8.2E - 22 \) |
| NM | 3 | 1.46E - 24 | \( 0 \) |
| AM | 3 | 1.46E - 24 | \( 0 \) |
| CM | 3 | 1.46E - 24 | \( 0 \) |
| NR | 3 | 1.46E - 24 | \( 0 \) |
| Algorithm (*) | 3 | 1.46E - 24 | \( 0 \) |
| \( f_5, x_0 = 1.5 \) | 7 | 1.544346900318837217592935665 | \( 2.06E - 54 \) |
| NM | 4 | 1.544346900318837217592935665 | \( 5.0E - 63 \) |
| AM | 4 | 1.544346900318837217592935665 | \( 5.0E - 63 \) |
| CM | 4 | 1.544346900318837217592935665 | \( 5.0E - 63 \) |
| NR | 4 | 1.544346900318837217592935665 | \( 8.1E - 45 \) |
| Algorithm (*) | 3 | 1.544346900318837217592935665 | \( 0.31E - 98 \) |
| \( f_7, x_0 = -2 \) | 9 | -1.206478271369189270094167684 | \( 2.7E - 40 \) |
| NM | 6 | -1.206478271369189270094167684 | \( 4.0E - 63 \) |
| AM | 6 | -1.206478271369189270094167684 | \( 4.0E - 63 \) |
| CM | 6 | -1.206478271369189270094167684 | \( 4.0E - 63 \) |
| NR | 6 | -1.206478271369189270094167684 | \( 1.0E - 37 \) |
| Algorithm (*) | 4 | -1.206478271369189270094167684 | \( 0.5E - 98 \) |
| \( f_9, x_0 = 3.5 \) | 13 | 3 | \( 1.52E - 47 \) |
| NM | 7 | 3 | \( 4.33E - 48 \) |
| AM | 7 | 3 | \( 2.0E - 62 \) |
| CM | 8 | 3 | \( 2.0E - 62 \) |
| NR | 8 | 3 | \( 5.0E - 25 \) |
| Algorithm (*) | 5 | 3 | \( 0.17E - 37 \) |

Remark 4.1. The order of convergence of the iterative method defined by Algorithm (*) is 7. Per iteration of Algorithm (*) requires three evaluations of the function and two evaluation of first derivative. We take into account the definition of efficiency index (see [12]), if we suppose that all the evaluations have the same cost as function one, we have that the efficiency index of Algorithm(*) is \( 7^{1.475} \approx 1.475 \), which is better than \( 2^{1.414} \approx 1.414 \) of the Steffensens method (SM) (see [11]), \( 3^{1.361} \approx 1.361 \) of the (DHM) method (see [15]).

5 Conclusion

In this paper, a new iterative method for solving of nonlinear equations is presented. This method based on a Halley and Householder iterative methods.
The error equations are given theoretically to show the technique has seventh-order convergence. This method attains efficiency index of 1.475, which makes it competitive. In addition, the numerical experiments have been tested on a series of examples published in the literature and show good results when compared it with the previous literature.
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