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Abstract: In studying the fluctuation of the price of stock, there are three parameters affecting such fluctuation. The first is well known parameter which is known as the volatility of stock. The second is not really well known which is white noise and has not been computed. Fortunately, in this paper we can find the formula of such white noise and can be computed. The third parameter is the positive colored noise which is the aim of this paper. Such positive colored noise is derived from the white noise and it is interesting parameter particularly, in involving the infinitely fluctuation of the price of stock. Moreover, The relationships between three parameter has been also studied and obtaining the interesting results.
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1 Introduction

In Stochastic Differential Equation(SDE), there is an interesting parameter which is call the white noise. In 1975, T. Hida introduced the Theory of White noise, see[1]. The other interesting parameter is the positive colored noise. It is believed that such colored noise causes the infinite fluctuations of the price of stock, see[2], pp 4-6).

We know that the white noise is the derivative of the Brownian motion, that is $\xi(t) = \frac{dB(t)}{dt}$ where $B(t)$ denotes the Brownian motion. Since $\xi(t) = \frac{dB(t)}{dt}$ does
not exist in the classical or Newtonian sense but it exists or has meaning in the white noise space which is the generalized of the space of tempered distribution, see [2], pp 6-8). Now, the positive colored noise is defined by

\[ C(t) = \frac{e^{\xi(t)}}{E(e^{\xi(t)})} \]

where \( \xi(t) \) is the white noise and \( E(e^{\xi(t)}) \) is the expectation of \( e^{\xi(t)} \). Actually \( C(t) \) is the normalization of \( e^{\xi(t)} \).

In this paper, we studied the white noise \( \xi \) and the positive colored noise \( C(t) \) involving the stock model. Such stock model is given by

\[ ds = \mu s dt + \sigma s dB \tag{1.1} \]

where \( s(t) \) is the price of stock at time \( t \), \( \mu \) is the drift of stock, \( \sigma \) is volatility of stock and \( B(t) \) is Brownian motion. By the concept of white noise, (1.1) can be written by

\[ ds = \mu s dt + \sigma s \xi dt. \tag{1.2} \]

By Ito’s formula, (1.1) has a solution

\[ s = s_0 \exp \left[ (\mu - \frac{\sigma^2}{2}) t + \sigma B \right] \tag{1.3} \]

where \( s_0 \) is the price of stock at \( t = 0 \). By using the tempered distribution and Ito’s formula then (1.2) becomes the formula

\[ \xi = \frac{1}{t \sigma} \ln s - \frac{\mu}{\sigma} + \frac{\sigma^2}{2} \text{ for } 0 < t. \tag{1.4} \]

Now,

\[ e^\xi = \exp \left[ \frac{1}{t \sigma} \ln \frac{s}{s_0} - \frac{\mu}{\sigma} + \frac{\sigma^2}{2} \right] \]

\[ = \exp \left[ - \frac{\mu}{\sigma} + \frac{\sigma^2}{2} \right] \left( \frac{s}{s_0} \right)^{1 \over t \sigma} = \exp \left[ \frac{\sigma^2 - 2 \mu}{2 \sigma} \right] \left( \frac{s}{s_0} \right)^{1 \over t \sigma} \]

and the expectation of \( e^\xi \), that is

\[ E(e^\xi) = \exp \left[ \frac{\sigma^2 - 2 \mu}{2 \sigma} \right] E \left[ \left( \frac{s}{s_0} \right)^{1 \over t \sigma} \right]. \]

Thus the positive colored noise

\[ C(t) = \frac{e^{\xi}}{E(e^{\xi})} = \frac{\exp \left[ \frac{\sigma^2 - 2 \mu}{2 \sigma} \right] \left( \frac{s}{s_0} \right)^{1 \over t \sigma}}{\exp \left[ \frac{\sigma^2 - 2 \mu}{2 \sigma} \right] E \left[ \left( \frac{s}{s_0} \right)^{1 \over t \sigma} \right]} \]
We obtain

\[ C(t) = \frac{1}{\sqrt{\frac{t}{\sigma}}} \cdot \text{E}(\xi(t)) \]  \hspace{1cm} (1.5)

From (1.3) and by direct computation

\[ C(t) = \exp \left[ \frac{\sigma^2}{2} - \frac{\mu}{\sigma} \cdot \frac{1}{2t} \right] \left( \frac{S}{s_0} \right)^{\frac{1}{\sigma t}}, \hspace{0.2cm} t > 0. \]  \hspace{1cm} (1.6)

2 Preliminaries

The following Definitions and Lemmas are needed.

**Definition 2.1.** Let \( B(t) \) be the stochastic process then \( B(t) \) is called the Brownian motion if it has the following properties.

(i) \( B(0) = 0 \) almost surely (a.s)

(ii) \( B(t) - B(s) \) is normal distribution with mean 0 and variance \( t - s \) for all \( 0 \leq s \leq t \)

(iii) For all time \( 0 < t_1 < t_2 < \cdots < t_n \) the random variable \( B(t_1), B(t_2) - B(t_1), \cdots, B(t_n) - B(t_{n-1}) \) are independent (independent increment).

Notice in particular that

\[ \text{E}(B(t)) = 0, \hspace{0.2cm} \text{E}(B^2(t)) = t \]  \hspace{0.2cm} for each time \( t \geq 0 \).

**Definition 2.2.** The white noise \( \xi(t) \) and the positive colored noise \( C(t) \) are defined by

\[ \xi(t) = \frac{dB(t)}{dt} \]  and \[ C(t) = \frac{e^{\xi(t)}}{\text{E}(e^{\xi(t)})} \]

where \( \text{E} \) represent the expectation.

Actually, \( \xi(t) \) and \( C(t) \) does not exist in the classical sense or Newtonian sense, but they exist in the white noise space which the generalized of the space of tempered distribution, see [2], pp. 6-8].

**Lemma 2.3.** The stock model given by (1.1) has a solution given by (1.3) which is also called the Geometric Brownian Motion.

Proof. see [3], pp. 59-61].

**Lemma 2.4.** The stock model in the form of white noise given by (1.2) has formula of \( \xi \) given by (1.4)
Proof. We have from (1.2) \[ ds = \mu s dt + \sigma s \xi dt. \]

By Taylor expansion and Ito’s formula, we obtain by
\[
\int_0^t d \ln s(\tau) d\tau = (\mu - \frac{\sigma^2}{2}) t + \sigma \int_0^t dBT(\tau) d\tau
\]
\[= (\mu - \frac{\sigma^2}{2}) + \sigma \int_0^t \xi(\tau) d\tau. \tag{2.1}\]

Since \( \xi \in S'(\mathbb{R}) \) where \( S'(\mathbb{R}) \) is the space of tempered distribution, see [2], pp. 6-8. Thus for every \( \varphi \in S(\mathbb{R}) \) where \( S(\mathbb{R}) \) is the Schwartz Space. Define
\[\xi(\varphi) = \langle \xi(t), \varphi(t) \rangle = \int_{-\infty}^\infty \xi(t) \varphi(t) dt\]

\( \varphi \) is called the test function. Now, consider \( \int_0^t \xi(\tau) d\tau \). Write
\[
\int_0^t \xi(\tau) d\tau = \int_0^t \frac{\xi(\tau)}{\varphi(\tau)} \varphi(\tau) d\tau \text{ for } \varphi(\tau) \in S(\mathbb{R}).
\]

Since \( \xi(\tau) \in S'(\mathbb{R}) \), then \( \frac{\xi(\tau)}{\varphi(\tau)} \in S'(\mathbb{R}) \). It follows that \( \frac{\xi(\tau)}{\varphi(\tau)} \) is also tempered distribution. Write
\[F(\tau) = \frac{\xi(\tau)}{\varphi(\tau)}\]

We have \( F(\tau) \) is the smooth function of \( \tau \). Thus
\[
\int_0^t \xi(\tau) d\tau = \langle F(\tau), \varphi(\tau) \rangle = \int_0^t F(\tau) \varphi(\tau) d\tau.
\]

By mean value theorem, there exists \( \tau^* \) for \( 0 < \tau^* < t \)
\[
\int_0^t F(\tau) \varphi(\tau) d\tau = F(\tau^*) \varphi(\tau^*) \int_0^t d\tau
\]
\[= \frac{\xi(\tau^*)}{\varphi(\tau^*)} \varphi(\tau^*) t
\]
\[= \xi(\tau^*) t\]

Thus \( \int_0^t \xi(\tau) d\tau = \xi(\tau^*) dt \). Thus, By \( (2.1) \)
\[
\ln \frac{s(t)}{s_0} = (\mu - \frac{\sigma^2}{2}) t + \sigma \xi t.
\]
Thus, we obtain

$$\xi = \frac{1}{t\sigma} \ln \frac{s}{s_0} - \frac{\mu}{\sigma} + \frac{\sigma}{2}$$

for \( t > 0 \).

Thus we obtain the formula of white noise \( \xi \) in (1.4) as required.

**Lemma 2.5.** The positive colored noise given by the definition 2.2 can be written in the form (1.5) and can be computed as the formula given by (1.6)

**Proof.** We have the positive colored noise \( C(t) \) defined by

$$C(t) = \frac{e^{\xi(t)}}{E(e^{\xi(t)})}$$

where \( \xi(t) = \frac{dB(t)}{dt} \) is the white noise, \( B(t) \) is the Brownian Motion and \( E(e^{\xi(t)}) \) is the expectation of \( e^{\xi(t)} \). Now from (1.3)

$$\xi(t) = \frac{1}{t\sigma} \ln \frac{s}{s_0} - \frac{\mu}{\sigma} + \frac{\sigma}{2}$$

$$e^{\xi(t)} = \exp \left[ \ln \left( \frac{s}{s_0} \right) \frac{1}{t\sigma} - \frac{\mu}{\sigma} + \frac{\sigma}{2} \right]$$

$$= \exp \left[ \ln \left( \frac{s}{s_0} \right) \frac{1}{t\sigma} \right] \exp \left[ \frac{\sigma^2 - 2\mu}{2\sigma} \right]$$

$$E(e^{\xi(t)}) = \exp \left[ \frac{\sigma^2 - 2\mu}{2\sigma} \right] E \left( \frac{s}{s_0} \right) \frac{1}{t\sigma}.$$

Thus

$$C(t) = \frac{\exp \left[ \frac{\sigma^2 - 2\mu}{2\sigma} \right] \left( \frac{s}{s_0} \right) \frac{1}{t\sigma}}{\exp \left[ \frac{\sigma^2 - 2\mu}{2\sigma} \right] E \left( \frac{s}{s_0} \right) \frac{1}{t\sigma}} = \frac{\left( \frac{s}{s_0} \right) \frac{1}{t\sigma}}{E(s) \frac{1}{t\sigma}}.$$

Thus we obtain (1.5). Now, from (1.3)

$$\left( \frac{s}{s_0} \right) \frac{1}{t\sigma} = \exp \left[ \left( \frac{\mu}{\sigma} - \frac{\sigma^2}{2} \right) t + \sigma B \right] \frac{1}{t\sigma}$$

$$= \exp \left[ \frac{B}{t} + \frac{\mu}{\sigma} - \frac{\sigma}{2} \right].$$
Thus

\[ \mathbb{E} \left( \frac{s}{s_0} \frac{1}{t\sigma} \right) = \mathbb{E} \left( \exp \left[ \frac{B}{t} + \left( \frac{\mu}{\sigma} - \frac{\sigma}{2} \right) \right] \right) = \exp \left[ \frac{\mu}{\sigma} - \frac{\sigma}{2} \right] \mathbb{E}(\exp \frac{B}{t}). \]

Since \( B \) is Gaussian or normal distribution, with mean 0 and variance \( t \). Now write \( B = \sqrt{t}z \) where \( z \) is standard normal distribution with mean 0 and variance 1. So we have

\[
\mathbb{E}(\exp \frac{B}{t}) = \mathbb{E}(\exp \frac{\sqrt{t}z}{t})
\]

\[
= \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \exp \left[ \frac{\sqrt{t}x}{t} \right] \exp \left[ -\frac{x^2}{2} \right] dx
\]

\[
= \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \exp \left[ -\frac{x^2}{2} + \frac{\sqrt{tt}x}{t} \right] dx
\]

\[
= \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \exp \left[ \frac{1}{2} \left( \frac{x^2}{2} - 2 \frac{\sqrt{t}}{t}x \right) \right] dx
\]

\[
= \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \exp \left[ -\frac{1}{2} \left( x - \frac{\sqrt{t}}{t} \right)^2 + \frac{t^2}{2t^2} \right] dx.
\]

Put \( u = \frac{1}{\sqrt{2}} \left( x - \frac{\sqrt{t}}{t} \right), \ dx = \sqrt{2}du \). Thus

\[
\mathbb{E}(\exp \frac{B}{t}) = \frac{1}{\sqrt{2\pi}} \exp \left[ \frac{1}{2t} \right] \int_{-\infty}^{\infty} e^{-u^2} \sqrt{2}du = \frac{\sqrt{2}\sqrt{\pi}}{2\pi} \exp \left[ \frac{1}{2t} \right] = \exp \left[ \frac{1}{2t} \right].
\]

Thus

\[
\mathbb{E} \left( \frac{s}{s_0} \frac{1}{t\sigma} \right) = \exp \left( \frac{\mu}{\sigma} - \frac{\sigma}{2} \right) \mathbb{E}(\exp \frac{B}{t})
\]

\[
= \exp \left( \frac{\mu}{\sigma} - \frac{\sigma}{2} \right) \exp \left[ \frac{1}{2t} \right].
\]

It follow that

\[
C(t) = \frac{\left( \frac{s}{s_0} \right) \frac{1}{t\sigma}}{\mathbb{E} \left( \frac{s}{s_0} \frac{1}{t\sigma} \right)} = \frac{\left( \frac{s}{s_0} \right) \frac{1}{t\sigma}}{\exp \left( \frac{\mu}{\sigma} - \frac{\sigma}{2} + \frac{1}{2t} \right)} = \exp \left[ \frac{\sigma}{2} - \frac{\mu}{\sigma} - \frac{1}{2t} \right] \left( \frac{s}{s_0} \right) \frac{1}{t\sigma}.
\]

We obtain (1.6) as required.
3 Main Result

From the Introduction part, the preliminaries part Lemma 2.1, Lemma 2.2 and Lemma 2.3 leading to the main theorem.

**Theorem 3.1.** The positive colored noise $C(t)$ given by $C(t) = \frac{e^{\xi(t)}}{E(e^{\xi(t)})}$ where $\xi(t) = \frac{bB(t)}{dt}$ is the white noise, $B(t)$ is Brownian Motion and $E(e^{\xi(t)})$ is the expectation of $e^{\xi(t)}$. Then

$$C(t) = \exp\left[\sigma^2 - \frac{\mu}{\sigma} - \frac{1}{2t} \left( \frac{s}{s_0} \right) \frac{1}{t}\sigma^2\right]$$

where $s(t)$ is the price of stock at any time $t$, $s_0$ is the price of stock at $t = 0$, $\sigma$ is the volatility and $\mu$ is the drift of stock.

**Proof.** Follows from Lemma 2.1-Lemma 2.3

By simulation $s(t)$ from geometric Brownian motion choose $\mu = .05$, $\sigma = 0.4$ and $s_0 = 40$, $T=1$ and $dt = .001$. the graph of stock price $s(t)$, white noise $\xi(t)$ and positive colored noise $C(t)$ as show below

![Figure 1: Simulation of the stock price and computation of white noise and positive colored noise.](image-url)
4 Conclusion

We know that the price $s$ of stock is random variable or the stochastic process and it fluctuation like Brownian motion. So the price of stock given by (1.3) has the graph of fluctuation. Compare with the white noise $\xi$ given by (1.4) and the positive colored noise $C(t)$ given by (1.6). The graph of such white noise $\xi$ has a high fluctuation at the beginning of the short period of time and low fluctuation of the long period of time and slow down smoothly to zero as $t \to \infty$. That means if we let time $t$ going so long The white noise $\xi$ will not appear in the stock model. Thus we only have $ds = \mu s dt$. It follows that $s = s_0 e^{\mu t}$. In this case $\mu = r$, that mean we deposit money $s_0$ in the bank with interest $\mu$ at the time $t$.

For positive colored noise $C(t)$, we obtain the graph is much more fluctuation than the price given by (1.3) and the white noise given by (1.4). That gives us more knowledge of the fluctuation and can be distinguished between the types of stock.
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