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Abstract Let $(X, d)$ be a complete metric space endowed with a graph $G$. We introduce a new type of Geraghty contractions which are $G$-proximal. Best proximity theorems for these mappings in $X$ are given as well as an example supporting the main result. Moreover, we obtain several consequences which generalize other results in the literature.
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1. INTRODUCTION

Let $A$ and $B$ be non-empty subsets of a metric space $(X, d)$. It is known that for a map $T : A \to B$, the equation $Tx = x$ does not always have a solution, and it clearly has no solution when $A$ and $B$ are disjoint. Nonetheless, it is possible to determine an approximate solution $x^*$ such that the error is exactly $d(x^*, Tx^*) = d(A, B)$. Such point $x^*$ is called a best proximity point of $T$. In the case that $T$ is a self-mapping, a best proximity point is a fixed point of $T$.

The famous Banach contraction principle [1] states that if $T : A \to A$ is a contraction and $A$ is complete, then $T$ has a unique fixed point in $A$. A large number of generalizations and applications in various contexts have been studied since then. Investigation of the existence and uniqueness of a fixed point is one of the key study areas in this field. Moreover, many authors studied fixed points and best proximity points through iteration schemes which have been rapidly developed.

*Corresponding author.
Fixed point theorems concerning a metric space endowed with a graph $G$, which is also a generalization of the Banach contraction principle, were proposed by Jachymski [2]. Then there have been many research papers dealing with this concept. Some recent works in the aforementioned areas are [3–9].

The best proximity point theorem was first studied by [10]. Many researchers then have studied and generalized the result in many aspects, see [11–16]. Biligili et al.[17] obtained a best proximity point theorem for a pair $(A, B)$ satisfying the $P$-property while some best proximity point results for proximal weak contractions in metric spaces were studied in [18]. See also, [19–24]. In 2017, Klanarong and Suantai [25] presented the notion of a $G$-proximal generalized contraction in a metric space $X$ endowed with a graph $G$, which is a development of well-known mappings by Banach, Kannan and Chatterjea and. They obtained some best proximity point results for these mappings.

One of the well-known generalizations of the Banach contraction principle is the result given by Geraghty [26] which enriches the principle by considering the class of mappings $\theta : [0, \infty) \to [0, 1)$ such that $\theta(t_n) \to 1 \Rightarrow t_n \to 0$.

In 2019, by including 1 in the ranges of those $\theta$, Ayari [27] provided a new result on the existence and uniqueness of best proximity point for $\alpha$-proximal Geraghty non-self mappings $T$.

In this work, by using a class of functions in [27], we introduce a new type of Geraghty contractions called $G$-proximal Geraghty mappings. These mappings defined on closed subsets of a complete metric space which is endowed with a graph $G$. Then we establish new results on the existence and uniqueness of best proximity points for these mappings. Our results generalizes other existing results in the literature. We also give an example as well as list some interesting consequences. Subsequently, by applying the main result, we obtain a best proximity point theorem in a metric space endowed with a binary relation.

2. Preliminaries and Definitions

Throughout this work, let $X := (X, d)$ be a metric space, and let $A$ and $B$ be non-empty closed subsets of $X$. For convenience, we require the following notations:

\[
\begin{align*}
    d(A, B) & := \inf\{d(a, b) : a \in A, b \in B\}; \\
    A_0 & := \{a \in A : \text{there exists } b \in B \text{ such that } d(a, b) = d(A, B)\}; \\
    B_0 & := \{b \in B : \text{there exists } a \in A \text{ such that } d(a, b) = d(A, B)\}.
\end{align*}
\]

Definition 2.1 ([13]). Let $T : A \to B$ be a mapping. An element $x^* \in A$ is said to be a best proximity point of $T$ if $d(x^*, Tx^*)$ is precisely $d(A, B)$. We denote the set of all best proximity points of $T$ by $\text{BP}(T)$.

Definition 2.2 ([23]). Let $A_0$ be nonempty. Then the pair $(A, B)$ is said to have the $P$-property if $d(x_1, y_1) = d(x_2, y_2) = d(A, B) \Rightarrow d(x_1, x_2) = d(y_1, y_2)$, where $x_1, x_2 \in A$ and $y_1, y_2 \in B$.

Definition 2.3. A metric space $X$ is said to be endowed with a directed graph $G = (V_G, E_G)$, if the following hold:

(i) the set of vertices, $V_G$, coincides with $X$;
(ii) the set of edges, $E_G$, contains the diagonal of $X \times X$, i.e., $\{(x, x) : x \in X\}$;
(iii) $E_G$ contains no parallel edges.
We say that \( G \) is \textit{transitive} if for all \( x, y, z \in X \),
\[
(x, z) \text{ and } (z, y) \in E_G \Rightarrow (x, y) \in E_G.
\]

\textbf{Definition 2.4} ([2]). Let \( x \in X \). A map \( T : X \to X \) is called \textit{\(G\)-continuous at} \( x \) if for a sequence \( \{x_n\} \) in \( X \) with \( x_n \to x \) and \( (x_n, x_{n+1}) \in E_G \) for all \( n \), \( Tx_n \to Tx \).

\textbf{Definition 2.5} ([25]). A mapping \( T : A \to B \) is said to be \textit{\(G\)-proximal} if \((x_1, x_2) \in E_G \) and \( d(u_1, Tx_1) = d(u_2, Tx_2) = d(A, B) \Rightarrow (u_1, u_2) \in E_G \) for all \( x_1, x_2, u_1, u_2 \in A \).

\section{Main Results}

If no otherwise specified, we assume that \( T \) is a non-self mapping and \( X \) is endowed with a directed graph \( G \) for the rest of the paper.

We also require the class of mappings
\[
\mathcal{B} := \{ \beta : [0, \infty) \to [0, 1] : \beta(t_n) \to 1 \text{ implies } t_n \to 0 \},
\]
which is an important tool in [27]. This class is a generalization of the well-known class of \([0, 1]\)-valued functions introduced by Geraghty [26].

Some examples of these mappings are listed as follows.
\begin{enumerate}
\item \( \beta(t) = e^{-kt} \), where \( k > 0 \).
\item \( \beta(t) = \frac{1}{t+1} \).
\item \( \beta(t) = \begin{cases} 1, & t = 0; \\ \frac{\ln(1+t)}{t}, & t > 0. \end{cases} \)
\end{enumerate}

We now introduce a new type of Geragthy contractions.

\textbf{Definition 3.1.} A mapping \( T : A \to B \) is said to be a \textit{\(G\)-proximal Geragthy mapping} if the following hold:
\begin{enumerate}
\item (i) \( T \) is \( \textit{\(G\)-proximal}; \)
\item (ii) there exists \( \beta \in \mathcal{B} \) such that for all \( x, y, u, v \in A \) if \( d(u, Tx) = d(v, Ty) = d(A, B) \) and \( (x, y) \in E_G \),
\[
d(Tx, Ty) \leq \beta(d(x, y))M(x, y, u, v) \tag{3.1}
\]
where \( M(x, y, u, v) = \max \left\{ d(x, y), d(x, u), d(y, v), \frac{d(x, v) + d(y, u)}{2} \right\} \).
\end{enumerate}

\textbf{Theorem 3.2.} Let \( T : A \to B \) be a \( \textit{\(G\)-proximal Geragthy mapping} \). Suppose that \( X \) is complete, \( G \) is transitive and \( A_0 \neq \emptyset \). If the following conditions hold:
\begin{enumerate}
\item (i) \( T \) is \( \textit{\(G\)-continuous on} \) \( A \) and \( T(A_0) \subseteq B_0 \); \( (ii) \) there exist \( x_0, x_1 \in A \) such that \( d(x_1, Tx_0) = d(A, B) \) and \( (x_0, x_1) \in E_G \); \\
\item (iii) the pair \( (A, B) \) satisfies the \( \textit{\(P\)-property}, \)
\end{enumerate}
then \( \text{BP}(T) \neq \emptyset \). Moreover, if \( (x, y) \in E_G \) for all \( x, y \in \text{BP}(T) \), \( T \) has a unique best proximity point.

\textbf{Proof.} By \( T(A_0) \subseteq B_0 \) and (ii), there exists \( x_2 \in A_0 \) such that \( d(x_2, Tx_1) = d(A, B) = d(x_1, Tx_0) \). Since \( T \) is \( \textit{\(G\)-proximal} \), we have \( (x_1, x_2) \in E_G \). Continuing in this way, we can construct a sequence \( \{x_n\} \subset A_0 \) such that
\[
d(x_{n+1}, Tx_n) = d(A, B) \text{ and } (x_n, x_{n+1}) \in E_G \text{ for all } n \in \mathbb{N} \cup \{0\}. \tag{3.2}
\]
From (3.2), we have that \( d(x_n, Tx_{n-1}) = d(A, B) \) and \( d(x_{n+1}, Tx_n) = d(A, B) \). Using the \( P \)-property, it follows that
\[
d(x_n, x_{n+1}) = d(Tx_{n-1}, Tx_n). \tag{3.3}
\]
If there exists \( n_0 \in \mathbb{N} \) such that \( x_{n_0} = x_{n_0+1} \), then from (3.2), we have that
\[
d(x_{n_0+1}, Tx_{n_0}) = d(x_{n_0}, Tx_{n_0}) = d(A, B).
\]
Now suppose that \( x_n \not= x_{n+1} \) for all \( n \in \mathbb{N} \). We shall show that \( \{x_n\} \) is a Cauchy sequence. However, we need to prove that \( \lim_{n \to \infty} d(x_{n-1}, x_n) = 0 \) first.

Since \( (x_{n-1}, x_n) \in E_G \), (3.3) and \( T \) is a \( G \)-proximal Geraghty mapping, then
\[
d(x_n, x_{n+1}) = d(Tx_{n-1}, Tx_n) \leq \beta(d(x_{n-1}, x_n))M(x_{n-1}, x_n, x_{n+1})
\leq M(x_{n-1}, x_n, x_{n+1}), \text{ for all } n \geq 1, \tag{3.4}
\]
where
\[
M(x_{n-1}, x_n, x_{n+1}) = \max \left\{ d(x_{n-1}, x_n), d(x_n, x_{n+1}), \frac{d(x_{n-1}, x_{n+1})}{2} \right\}.
\]

Next, we consider each case of \( M(x_{n-1}, x_n, x_{n+1}) \).

If \( M(x_{n-1}, x_n, x_{n+1}) = d(x_{n-1}, x_n) \), from (3.4), we have that
\[
d(x_n, x_{n+1}) = d(Tx_{n-1}, Tx_n)
\leq \beta(d(x_{n-1}, x_n))d(x_{n-1}, x_n)
\leq d(x_{n-1}, x_n), \text{ for all } n \geq 1. \tag{3.5}
\]

This means that \( d(x_{n-1}, x_n) \) is non-increasing. Thus \( \lim_{n \to \infty} d(x_n, x_{n-1}) = r \geq 0 \). Suppose that \( r > 0 \) and let \( n \to \infty \) in (3.5). Then
\[
1 \leq \lim_{n \to \infty} \beta(d(x_{n-1}, x_n)) \leq 1.
\]

It follows that \( \lim_{n \to \infty} \beta(d(x_{n-1}, x_n)) = 1 \). By the definition of \( \beta \), \( \lim_{n \to \infty} d(x_n, x_{n-1}) = r = 0 \) which is a contradiction. Thus \( \lim_{n \to \infty} d(x_{n-1}, x_n) \) must be 0.

If \( M(x_{n-1}, x_n, x_{n+1}) = d(x_{n}, x_{n+1}) \), by (3.4) we have
\[
d(x_{n+1}, x_n) = d(Tx_{n-1}, Tx_n) \leq \beta(d(x_{n-1}, x_n))d(x_n, x_{n+1}). \tag{3.6}
\]
Since \( d(x_{n+1}, x_n) > 0 \), we have \( 1 \leq \beta(d(x_{n-1}, x_n)) \). Using the fact that \( \beta(d(x_{n-1}, x_n)) \leq 1 \), then \( \beta(d(x_{n-1}, x_n)) = 1 \). It follows by the definition of \( \beta \) that
\[
\lim_{n \to \infty} d(x_{n-1}, x_n) = 0.
\]

If \( M(x_{n-1}, x_n, x_{n+1}) = \frac{d(x_{n-1}, x_{n+1})}{2} \), by (3.4), we have
\[
d(x_{n+1}, x_n) = d(Tx_{n-1}, Tx_n) \leq \beta(d(x_{n-1}, x_n))\frac{d(x_{n-1}, x_{n+1})}{2}
\leq \beta(d(x_{n-1}, x_n))\left[ \frac{d(x_{n-1}, x_n) + d(x_n, x_{n+1})}{2} \right]
\leq \frac{d(x_{n-1}, x_n) + d(x_n, x_{n+1})}{2}, \text{ for all } n \geq 1. \tag{3.7}
\]

Then by (3.7),
\[
d(x_{n+1}, x_n) \leq d(x_{n-1}, x_n), \text{ for all } n \geq 1.
\]
Thus \(d(x_{n-1}, x_n)\) is non-increasing. It follows that
\[
\lim_{n \to \infty} d(x_n, x_{n-1}) = \lim_{n \to \infty} d(x_{n+1}, x_n) = r \geq 0.
\] (3.8)

Then by (3.8),
\[
\lim_{n \to \infty} \frac{d(x_{n-1}, x_n) + d(x_n, x_{n+1})}{2} = r \geq 0.
\] (3.9)

Suppose that \(r > 0\) and let \(n \to \infty\) in (3.7). Using (3.8) and (3.9), we have
\[
\lim_{n \to \infty} \beta(d(x_{n-1}, x_n)) = 1.
\]

By the property of \(\beta\), we obtain that \(\lim d(x_{n-1}, x_n) = 0\). Thus \(\lim_{n \to \infty} d(x_{n-1}, x_n) = r = 0\) for all \(n \geq 1\) which is a contradiction.

Finally, we have that
\[
\lim_{n \to \infty} d(x_{n-1}, x_n) = 0 \text{ for all } n \geq 1.
\] (3.10)

Now we are ready to show that \(\{x_n\}\) is a Cauchy sequence. Suppose for a contradiction, then there exists \(\epsilon > 0\) and subsequences \(\{x_{m_k}\}\) and \(\{x_{n_k}\}\) of \(\{x_n\}\) such that, for all \(k \in \mathbb{N}\) with \(m_k > n_k > k\),
\[
d(x_{m_k}, x_{n_k}) \geq \epsilon \text{ and } d(x_{m_k}, x_{n_k-1}) < \epsilon.
\] (3.11)

Using (3.11), we have that
\[
\epsilon \leq d(x_{m_k}, x_{n_k}) \leq d(x_{m_k}, x_{n_k-1}) + d(x_{n_k-1}, x_{n_k})
\]
\[
< \epsilon + d(x_{m_k}, x_{n_k-1}).
\] (3.12)

Taking \(k \to \infty\) in (3.12) and by (3.10), it follows that
\[
\lim_{k \to \infty} d(x_{m_k}, x_{n_k}) = \epsilon.
\] (3.13)

From (3.2), we have
\[
d(x_{n_k+1}, Tx_{n_k}) = d(A, B) \text{ and } d(x_{m_k+1}, Tx_{m_k}) = d(A, B).
\] (3.14)

Using the \(P\)-property, it follows that \(d(x_{n_k+1}, x_{m_k+1}) = d(Tx_{n_k}, Tx_{m_k})\).

Since \((x_{n_k}, x_{n_k+1}) \in E_G\) and \(G\) is transitive, \((x_{n_k}, x_{m_k}) \in E_G\).

Consequently, by the property of \(T\),
\[
d(x_{n_k+1}, x_{m_k+1}) = d(Tx_{n_k}, Tx_{m_k})
\]
\[
\leq \beta(d(x_{n_k}, x_{m_k}))M(x_{n_k}, x_{m_k}, x_{n_k+1}, x_{m_k+1})
\] (3.15)

where \(M(x_{n_k}, x_{m_k}, x_{n_k+1}, x_{m_k+1}) =
\max \left\{ d(x_{n_k}, x_{m_k}), d(x_{n_k}, x_{n_k+1}), d(x_{m_k}, x_{m_k+1}), \frac{d(x_{n_k}, x_{m_k+1}) + d(x_{m_k}, x_{n_k+1})}{2} \right\} \).

Next, let us consider all the possible cases of \(M(x_{n_k}, x_{m_k}, x_{n_k+1}, x_{m_k+1})\) as follows.

If \(M(x_{n_k}, x_{m_k}, x_{n_k+1}, x_{m_k+1}) = d(x_{n_k}, x_{m_k})\), from (3.15), we have
\[
d(x_{n_k+1}, x_{m_k+1}) = d(Tx_{n_k}, Tx_{m_k})
\]
\[
\leq \beta(d(x_{n_k}, x_{m_k}))d(x_{n_k}, x_{m_k})
\]
\[
\leq d(x_{n_k}, x_{m_k}).
\] (3.16)
Then, by (3.16) and \( \lim_{k \to \infty} d(x_{m_k}, x_{n_k}) = \epsilon > 0 \),

\[
1 \leq \lim_{n \to \infty} \beta(d(x_{n_k}, x_{m_k})) \leq 1.
\]

Thus \( \lim_{n \to \infty} \beta(d(x_{n_k}, x_{m_k})) = 1 \). By the definition of \( \beta \), we have

\[
\lim_{n \to \infty} d(x_{n_k}, x_{m_k}) = \epsilon = 0
\]

which is a contradiction.

If \( M(x_{n_k}, x_{m_k}, x_{n_k+1}, x_{m_k+1}) = d(x_{n_k}, x_{n_k+1}) \), from (3.15), we have

\[
d(x_{n_k+1}, x_{m_k+1}) = d(Tx_{n_k}, Tx_{m_k}) \\
\leq \beta(d(x_{n_k}, x_{m_k}))d(x_{n_k}, x_{n_k+1}) \\
\leq d(x_{n_k}, x_{n_k+1}).
\] (3.17)

By taking \( k \to \infty \) and using (3.10),

\[
\lim_{n \to \infty} d(x_{n_k+1}, x_{m_k+1}) = \epsilon = 0
\]

which is a contradiction.

If \( M(x_{n_k}, x_{m_k}, x_{n_k+1}, x_{m_k+1}) = d(x_{m_k}, x_{m_k+1}) \), it is similar to the previous case.

If \( M(x_{n_k}, x_{m_k}, x_{n_k+1}, x_{m_k+1}) = \frac{d(x_{n_k}, x_{m_k+1}) + d(x_{m_k}, x_{n_k+1})}{2} \), by the triangular inequality, we have

\[
\frac{d(x_{n_k}, x_{m_k+1}) + d(x_{m_k}, x_{n_k+1})}{2} \\
\leq d(x_{n_k}, x_{m_k}) + d(x_{m_k}, x_{m_k+1}) + d(x_{m_k}, x_{n_k}) + d(x_{n_k}, x_{n_k+1}).
\] (3.18)

Also, from (3.10),

\[
\lim_{n \to \infty} \frac{d(x_{n_k}, x_{m_k}) + d(x_{m_k}, x_{m_k+1}) + d(x_{m_k}, x_{n_k}) + d(x_{n_k}, x_{n_k+1})}{2} = \epsilon.
\] (3.19)

Using (3.18) and (3.19) in (3.15) and taking \( k \to \infty \), we have that

\[
1 \leq \lim_{n \to \infty} \beta(d(x_{n_k}, x_{m_k})) \leq 1.
\]

By the property of \( \beta \), \( \lim_{n \to \infty} d(x_{n_k}, x_{m_k}) = \epsilon = 0 \) which is a contradiction.

Thus, \( \{x_n\} \) is a Cauchy sequence in \( A \) which is a closed subset of \( X \). Therefore there exists \( x^* \in A \) such that \( \lim x_n = x^* \). By the \( G \)-continuity of \( T \), \( \lim_{n \to \infty} Tx_n = Tx^* \).

Therefore, by (3.2),

\[
\lim_{n \to \infty} d(x_{n+1}, Tx_n) = d(x^*, Tx^*).
\]

By the uniqueness of limit, \( d(x^*, Tx^*) = d(A, B) \). This implies that \( x^* \in A \) is a best proximity point of \( T \).

Suppose that there is another best proximity point for \( T \), namely \( y^* \), such that \((x^*, y^*) \in E_G \). Thus \( d(x^*, y^*) > 0 \) and \( d(x^*, Tx^*) = d(y^*, Ty^*) = d(A, B) \). By the \( P \)-property, \( d(x^*, y^*) = d(Tx^*, Ty^*) > 0 \).
Since $T$ is a $G$-proximal Geraghty mapping and
\[ M(x^*, y^*, x^*, y^*) = \max\{d(x^*, y^*), d(x^*, x^*), d(y^*, y^*)\}, \]
we obtain that
\[
d(x^*, y^*) = d(Tx^*, Ty^*) \leq \beta(d(x^*, y^*))M(x^*, y^*, x^*, y^*) = \beta(d(x^*, y^*))d(x^*, y^*) \leq d(x^*, y^*).\]

Since $d(x^*, y^*) > 0$, we have $1 \leq \beta(d(x^*, y^*))$. Using the fact that $\beta(d(x^*, y^*)) \leq 1$, we have that $\beta(d(x^*, y^*)) = 1$. Finally by the property of $\beta$,
\[ d(x^*, y^*) = 0. \]
The proof is now completed.

**Example 3.3.** Let $X = \mathbb{R}^2$ be equipped with the metric $d$ defined by
\[ d((x, y), (u, v)) = \sqrt{(x - u)^2 + (y - v)^2}. \]

Let
\[
A = \{(x, 1) : 0 \leq x \leq 1\} \quad \text{and} \quad B = \{(x, -1) : 0 \leq x \leq 1\} \cup \{(0, y) : -2 \leq y \leq -1\}. \]

Then $A$ and $B$ are closed, $d(A, B) = 2$, $A_0 = A$ and $B_0 = \{(x, -1) : 0 \leq x \leq 1\}$. Also, $(A, B)$ satisfies the $P$-property.

Define a directed graph $G = (V_G, E_G)$ by $V_G = X$ and
\[ E_G = \{((x, y), (u, v)) \in \mathbb{R}^2 \times \mathbb{R}^2 : x < u \text{ and } y \leq v\}. \]

We can see that $G$ is transitive. Let $T : A \to B$ be a mapping defined by
\[ T(x, 1) = (\ln(x + 1), -1), \quad \text{for all } (x, 1) \in A. \]

Then $T$ is $G$-continuous and $T(A_0) \subseteq B_0$.

Next, we will show that $T$ is a $G$-proximal Geraghty mapping. Let $(x, 1), (y, 1), (u, 1), (v, 1) \in A$ such that $((x, 1), (y, 1)) \in E_G$ and
\[ d((u, 1), T(x, 1)) = d(A, B) = d((v, 1), T(y, 1)). \]
Then
\[ x \leq y \text{ and } d((u, 1), (\ln(x + 1), -1)) = d(A, B) = d((v, 1), (\ln(y + 1), -1)). \]

This implies that $u = \ln(x + 1)$ and $v = \ln(y + 1)$.

Since $x < y$ and $x, y \in [0, 1]$, $u < v$. Thus $((u, 1), (v, 1)) \in E_G$ and so $T$ is $G$-proximal.

We also note that there is $\beta \in B$ defined by $\beta(t) = \begin{cases} 1, & t = 0; \\ \frac{\ln(1 + t)}{t}, & t > 0. \end{cases}$
Now,
\[
d(T(x, 1), T(y, 1)) = d((\ln (x + 1), -1), (\ln (y + 1), -1))
\]
\[
= |\ln (x + 1) - \ln (y + 1)|
\]
\[
= |\ln \left(\frac{x + 1}{y + 1}\right)|
\]
\[
= |\ln \left(\frac{y + 1 + x + 1 - y - 1}{y + 1}\right)|
\]
\[
= |\ln \left(1 + \frac{x - y}{y + 1}\right)|
\]
\[
\leq \ln (1 + |x - y|) = \frac{\ln (1 + |x - y|)}{|x - y|}|x - y|
\]
\[
= \beta(d((x, 1), (y, 1)))d((x, 1), (y, 1))
\]
\[
\leq \beta(d((x, 1), (y, 1)))M((x, 1), (y, 1), (u, 1), (v, 1)).
\]

Therefore by Theorem 3.2, \( T \) is a \( G \)-proximal Geraghty mapping and hence \((0, 1)\) is a best proximity point of \( T \).

4. Consequences

Several consequences of our main result are given in this section. Put \( \beta(t) = k \), where \( k \in [0, 1) \) in Theorem 3.2, we obtain the next corollary.

Definition 4.1. A non-self mapping \( T : A \to B \) is said to be a \( G \)-proximal generalized contraction if the following hold:

(i) \( T \) is \( G \)-proximal;

(ii) there exists \( k \in [0, 1) \) such that for all \( x, y, u, v \in A \) if \( d(u, Tx) = d(v, Ty) = d(A, B) \) and \((x, y) \in E_G\),

\[
d(Tx, Ty) \leq kM(x, y, u, v)
\]

where \( M(x, y, u, v) = \max \left\{ d(x, y), d(x, u), d(y, v), \frac{d(x, v) + d(y, u)}{2} \right\} \).

Corollary 4.2. Let \( T : A \to B \) be a \( G \)-proximal generalized contraction. Suppose that \( X \) is complete, \( G \) is transitive and \( A_0 \) is non-empty. If the following conditions hold:

(i) \( T \) is \( G \)-continuous on \( A \) and \( T(A_0) \subseteq B_0 \);

(ii) there exist \( x_0, x_1 \in A \) such that \( d(x_1, Tx_0) = d(A, B) \) and \((x_0, x_1) \in E_G\);

(iii) the pair \((A, B)\) satisfies the \( P \)-property,

then \( T \) has a best proximity point.

Note that Corollary 4.2 is a generalization of the result in [25].

If \( \beta(t) = e^{-kt} \), where \( k > 0 \), we may have the next definition.

Definition 4.3. A non-self map \( T : A \to B \) is said to be a \( G \)-proximal exponential contraction if the following hold:

(i) \( T \) is \( G \)-proximal;
(ii) there exists \( k > 0 \) such that for all \( x, y, u, v \in A \) if \( d(u, Tx) = d(v, Ty) = d(A, B) \) and \( (x, y) \in E_G \),
\[
d(Tx, Ty) \leq e^{-kd(x,y)}M(x, y, u, v)
\]
when \( M(x, y, u, v) = \max \left\{ d(x, y), d(x, u), d(y, v), \frac{d(x, v) + d(y, u)}{2} \right\} \).

**Corollary 4.4.** Let \( T : A \to B \) be a G-proximal exponential contraction. Suppose that \( X \) is complete, \( G \) is transitive and \( A_0 \) is non-empty. If the following conditions hold:
(i) \( T \) is \( G \)-continuous on \( A \) and \( T(A_0) \subseteq B_0 \);
(ii) there exist \( x_0, x_1 \in A \) such that \( d(x_1, Tx_0) = d(A, B) \) and \( (x_0, x_1) \in E_G \);
(iii) the pair \( (A, B) \) satisfies the \( P \)-property,
then \( T \) has a best proximity point.

5. Applications

Let \( R \) be a binary relation over \( X \). By applying our result, we obtain a best proximity point result for a map on a metric space endowed with \( R \). We first list some definitions.

**Definition 5.1** ([24]). A mapping \( T : A \to B \) is called proximally comparative if for all \( x, y, u_1, u_2 \in A \),
\[
xRy \text{ and } d(u_1, Tx) = d(u_2, Ty) = d(A, B) \implies u_1Ru_2.
\]

**Definition 5.2.** Let \( x \in X \). A map \( T : A \to B \) is called \( R \)-continuous at \( x \) if for each sequence \( \{x_n\} \) in \( A \),
\[
x_n \to x \text{ and } x_nRx_{n+1} \text{ for all } n \implies Tx_n \to Tx.
\]

**Definition 5.3.** A mapping \( T : A \to B \) is said to be a proximally comparative, Geraghty mapping if the following hold:
(i) \( T \) is a proximally comparative mapping;
(ii) there exists \( \beta \in B \) such that for all \( x, y, u, v \in A \) if \( d(u, Tx) = d(v, Ty) = d(A, B) \) and \( xRy \),
\[
d(Tx, Ty) \leq \beta(d(x, y))M(x, y, u, v)
\]
where \( M(x, y, u, v) = \max \left\{ d(x, y), d(x, u), d(y, v), \frac{d(x, v) + d(y, u)}{2} \right\} \).

**Corollary 5.4.** Let \( T : A \to B \) be a proximally comparative, Geraghty mapping. Suppose that \( X \) is complete, \( A_0 \) is non-empty and closed, and \( R \) is symmetric and transitive. If the following conditions hold:
(i) \( T \) is \( R \)-continuous on \( A \) and \( T(A_0) \subseteq B_0 \);
(ii) there exist \( x_0, x_1 \in A \) such that \( d(x_1, Tx_0) = d(A, B) \) and \( x_0Rx_1 \);
(iii) the pair \( (A, B) \) satisfies the \( P \)-property,
then \( BP(T) \neq \emptyset \). Moreover, if \( (x, y) \in E_G \) for all \( x, y \in BP(T) \), then \( T \) has a unique best proximity point.

**Proof.** We define a directed graph \( G = (V_G, E_G) \) by \( V_G = X \) and \( E_G = \{(x, y) \in X \times X : xRy\} \). In order to apply Theorem 3.2, all the hypotheses must hold.

1. The condition (i) implies that \( T \) is \( G \)-continuous on \( A \).
(2) Let \( x_1, x_2, u_1, u_2 \in A \) such that \((x_1, x_2) \in E_G \) and \( d(u_1, Tx_1) = d(u_2, Tx_2) = d(A, B) \). By the definition of \( E_G \), we have \( xRy \). Since \( T \) is a proximally comparative, Geraghty mapping, we have \( u_1Ru_2 \). Then \((u_1, u_2) \in E_G \). Therefore \( T \) is \( G \)-proximal.

(3) From (2) and \( T \) is a proximally comparative, Geraghty mapping, \( T \) is a \( G \)-proximal Geraghty mapping.

(4) The condition (ii) implies that there exist \( x_0, x_1 \in A \) such that \( d(x_1, Tx_0) = d(A, B) \) and \((x_0, x_1) \in E_G \).

Finally, by applying Theorem 3.2, we have that \( \text{BP}(T) \neq \emptyset \).
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